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Yiow aIJ ,0&W'"'!l!!1)pmvidod the foundation for proCClllll improvoment throush thoprincipIos of
sIlItisticaJ. tbinking:

1. All worll: llCCIInI in a syxtom ofinton:onnoctod procClSlCllll, whoro a procen u a ehain ofactivitieB
that tums inputsinto outputs.

2. Varia1ion, which give! ríee lo uncertainty, exiB1lI in a11 procClSlCllll.

3. Undomandingami roducingvariation aro bys lo II1lCCClIlll.
Wocould quibblo that llOIIlCl procCl!_ can be improvod by llhitling tho avorago (o.g.,incroasin¡ thoyield
in II chomicaJ. procClllII), OOt upmienco has shown that 1horearo ampl0 opportunitios lo roduco variation
and banco IIlIIko improvemonts. To highlight tho impmlzmco, Neeve (l9!llJ.2O. Noave , H. R. ( 1990). "'"
DemmgDimtmsion Knoxvillo, TN: SPC Pross Inc •

Yiow aIJ 'Il&wll"!l!!' p. S7) attributlld tho followin¡ qucte lo DIlIIling: ''IfI couId roduco my molBago lo
lIlIIIlllgomtlI lo juat a fow words, rd say it all bu lo do with mdnrnng variation...
For IIllISI-produced compommts md II&IICllIlblies, roducin¡ variation can simuItaneouBly Iower ovtn.IJ.
con, i.m:prove fimction, md incroase CJDtomoI: satUfiu:1ion with thopmduct. :&cClllll variation can havo
diro CODMIqlICIIlC&l1eading lo llCIlIp and lIlWmk, tbo need for added inBpection, CII!tomor retums,
impairmmt offimction, md a IClductionin:roliahility and dunIbility.
So 1ot"OS concClllrato on how SE can heJ.p with variation roduc1ion. Juran ami GIyna U2i017. Juran , J.
M. , GIyna , F. M. ( 1980 ). QwWty PlaMiAg tmd Á1Ialym. , 2nd ed . New York : MCÜD.w-Hill .

Yiow aIJ !1l&w1l"!l!!1)pmvidod the buie two-Itop aIgorithm for undmstanding and roducing variation
{Princip1cl3)via!he diagnoltic amiromediaJ.joumoy showninFiguJII l.
FIGURE 1 Diagnostie ami romedial.joumoy. (Color figuro available onIine.)

! IDiagnoslic Journcy

Cau,,",' Itknliry lile impona", ""urces oh.ri"''''n

! IRemedial Journcy

Rcmc<!y: Elimin.!C m rcduoc 'oc crrcct of ,he idcnlificd c.'sc(.)

PpwcrPpjnt ilidrQrigjpll1 jpg f221lOKBlDjspJay fuU Mm
WrthinSix Sigma (Broyfog1cl .l222!l. BroyfoglCl, F. W., m. (1999). ImplmumtiAgSix SigmD: Smiutu
Solutitm.r UBiAgSúJtisticalMethod.rNllWYork: JoImWücy &S0n8.

Yiow aIJ !1l&w1l"!l!!1\ ciClfinCl.-.mo 1(DMArC) f10shIls out thU algorilhm.
Thmo aro many othClr !IUCh ClXJI"nsilBl1, For improving a modium.- lo high-volurnCllIlllllUfilctur
procClIIlIIl!, Stoínol: md MacKay (2QQS)4. Stoínm: , S. H. , MacK&y , R. J. (200S ). SúdistictJl
E1Igineering: AnAlgoriihmforReducing YariatUm iRMQ1I'4facturingProcesse& MilWllllkClo, WI: ASQ
Qua1ity Pross .

Viow aIJ n;lia""!l!!1) dcvdopcd thc vCIIIion shown in Figun; 2. tbat we apply lo tho CII8C study givcn lata:
in this article.
FIGURE 2 SllItilll:iealllIlginoming (Stat&g) variation IClductionaIgorithm.
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uaed n:pcatedly with difl'crentmcaningl.
MoR m:en1ly~ III thc gmenU eonecpt oCSE l1li introdooed by Hoerl and Sncc (2QJDaIS. Hoerl, R.
w.. saee ,R. D. (2010&). Closing thc gap. QwUityProgrua. 43 (5): 52-53.
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Ppwqppjnt s1jdrflrigjpaJ jpg gl1lOKBlDjllD!ay fuU Mm
Unfortunate1y,lIlatiB1icaJ. cngiDlning il a 1cIm that hu bccn. .

View aI11"Cq. "P'% 2D1llbl6. Hoerl, R. W•• saee , R. D. (201Ob). F'urlhetexplaaa1ion: Clarifying
pointlI about slaIiI1ical m¡gineering. Q¡u¡1ity Progrua, 43 (12): 68 -72.

View aI11Sifus,¡'9iU andclilcuuedClIllierin thilllIÜelc. SteincIandMacKay (2llOS.Z4. Stcincr, S. H.,
MacKay, R. J. (2005). SúúistictUE1Iginuring: AnAlgoriIhmfor Reduci1lg VarilItioll mMJlmifacturi1Jg
Prouaau Milwaukcc, WI; ASQ Quality Pn:u .

View aI11"Cq. "MU alBo choBc thc lllllDC Btatistical cngineeIiDg for thcir process improvemelIt algorilhm.
To Iimit poIlible confuaion, wtl \IICI the lICIUllym StatEng lo mm: to this aIgorithm ami ib IIppIica1ion. SE
III deIcribed by Hoed lIIld SnIlIl is a lllIml genmal concllpl SllItilltical m¡gineering is al»o II.lIIIIllIl

IlII10Ciatcd wilh thc Shainin Red X problcm-llOlving lyItcm (Sbainin .l221Z1. Sbainin , R. D. ( 1993 ).
Slmú:giCllfor tceJmieaJ. problcm 1I01ving •Q¡u¡l;ty Engineering , 5 ( 3 ): 433 - 448 •
ITaylgr & Fm"ci' OnJjw¡l
View aI11Sifu'."9iU. Thc StatEDg algorilbm buillD 1m lIOIllC oC1hc:idelll in 1hcShBinin lI}'I1cm.
Where doe8l1taliB1ics come in then? WhBt il itB purpose? We reoo""llcnd 1hatyou tlIke1hcbroad view oC
thc dilIc:ipline oC lItatWiCI tbat provides thc llDnllIlpts, lIlIltbodologillll, tae1ics, and tooll fgr mnpirieal
lcaming. Note that fetzmi1lg i5 thc kcy wmd in thc prevíccs Icntcooc. ThcpIIlpOIe oC lItatWiCIis 10leen,
in cithcr an cxplomtmy or CDllfumatDIy lICllIC. E7rIpirialIIlleIIDlI by obsavation or cxperimcnt; 1bIIt ji, wc
leam about thc proceu by watclñng it wilhout iDten>eDtion (oblen>ational), af\erchanging one or more
inputB (experimcnlal) 01" iOIllC combina1ion oCthc two. Becauae IIpplying MIldiIIica ji incIuctivc, leImñng
:Iiom. an empiricaI investigation ilI of1en imJK'lfect; 1bat jI, wcare Iefl wilh iOIllC unoertai:Dty.
ConsiBtent with theprincipies of lItaliBtical tbinkjng, DemiDg puaportedlyIIid" ''Ifyou can't describe
what you are doingall a ptOOOlB, you don't know what you'n: doing." Wc believe 1hattherc i5 great valuc
in also applying procesl thinldng to thc p1amring and cxeeuti.on oíany cmpirical inveB1iga1ion (Le.,
statiB1ics). At a high level, wesuggcR 1hc five Itep proceu caI1cd QPDAC. The ltepB oCQPDAC are all
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intemal dimensiona, IfcmlIlbar dimension waslllllll1l (large), bllJlaces Wln gemrally too big (s:malJ.).
Tbe projllC1: goal WllII 10reíuce variation in tbe erolsbar djllllUlllion.
FIGURE 3 Plastic bllB&l showing crDlIlIbar dimlll!lIion witbllIrOW. (CohB: figunl available online.)

PpwqPpjnt s1idrflrigjpaJ jpg C37.QQKBIDjllD!ay fuU mm

PLANNlNGANDANALYZINGABASELINE
INVESTIGATION

Jomp to IeclIOD

• INTRODUCTION
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• USING DIE BASEIJNE ro HBLP \'BRWV A",
• USING DIE BASEIJNE ro HBLP ASSESS mE...
• SlJMMARY ANO DISCUSSJQN
• ABQlIT DIE A1ITHORS

To deleunine 1hebaseííne, we need lID mnpirical investi¡ation lo eB1imat&I1he long-tmm. p¡upmtilll
(llleIIIIo lltandarddlMation. cte.) oftb.c eri1ical proCCllll output(l). FIJI" tbepurpoIICl ofillustration, we
UIIUII1C a lIinglc ontput ofint=:1It and tb.at a pcrfOIIlllllWC lIlClI5UR: iI givcn. Therc~ IDlIDY felIIible
ehoiceI for a perfonnancc measurc---lItzm dcvialion. eapability rutio, cte. Tbe ehoicc hclpll lo define
tb.c qucBlion in QPDAC for tbilI inveKligBtion. IfpoBBible, tbep100ClllJUlpuí lIhould be a cantinuOUll
mtber tban a binary cbllracteristic becauBe tb.atprovidelIlI1lIRl pIOOtIlB infimnation per observa1ion. In
addition, 'MI would ratherworll:witb lID oulput tb.at bu two-lIidedspecification limits and il not already a
IIltilJSIIIe ofvaria1ion itselflib out-of-I'lIIDldneIB.
We propoIIti a plan for tbebllseliIll!l invelrtigationtb.at iI designed to belp prognllB 1hrough tbe StatEng
vllriation raction algorilhm (Figure .2). Spccifically, to IIOOOIIlplillh tb.c gom, tb.c bllselinc invclItigation
!hould allow UI to

• estimate tbe long-1eIm. performance Il1tiIJB1IM,

• estimate the fuIl extentofvariation (denote FEoV) in tbe oulpnt, and, pmhapB moR CIitically,
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11,
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lI...iabl< N Mean Sil M,nimum o¡ "-1.-<1;0. Q' Muimom

Di""'"'''''' ,.. ll.3l8l 0 .449 7 -o.2l00 0.602' 0.8300 r.osoc 2.1100

Pgwmfgjnt iljdcAjlinPI jp¡ (37 Ol'IKB)Pis,pll)' fuU mm. . . . .Prom the grapbical and IIIIIIlIIfiCWlIImunanes ofthll data m Ftgme ~ we _ that theFRaV oícrDlIlIbar
dimension variation is -0.25 lo 2.1 thou (1IlI jndic:ohld by thedlIIhed linM in llIIbsequent figurmI) and !:he
major !oonlll ofvariation lIlltlI hour-to-hour with lIOlne evidence oíday-to-day diffilRInces. More
fonnaIly, we a1Bo fitted a mIlI\!ld lIIlIl1ysia ofvariance (ANOVA) modelo In agreemmt with themuló-m
chart, !he dominant lIOIIRl&l ofvarilltion iBamong hours (with variance eomplllllll1t standard deviation
equaI 100.4S). TbD vuiation in cmlllbar dimension for consec:utive parlII is lIIIla1l. The lItmdard deviation
oflbe baseline data iB0.45 1hou. The team IIIt !he ¡oal to reduce thestllndard deviation lo leBs than0.25
thoo.. Then WBII no;~ uplanation for the llIIllI1ler variationin cmsllbar dimllTurion observed un

!he fifth day. Note tbat had there been a Iarge dayefMct-tbat D, had thedayaverap belm very
diffenmt---the base1ine investigation_ (probably)not c:onducted lIVIlI" encugh daya lo captun !he leag
eem peri'mmanccl. In that case, theteam should collect data OVIl!" lome lIdditional da}'ll befiml drawing............
ene ofthe goaIs of1he baseline invediptilB! is to estimate !he UDlent procllSll perfomnmce in tsmB of
the output variation. Hstimating a IneIlSUnl ofvarilltion fu .1Itlmdarddeviation is cIifIicult with a muill
sampltl size. In addition, because ofthe IIW1titude ofWlell MI make oflbe mnllts ofa baseline
inveBtigation, 'MI fiwor a large baleline sample me. ideBIly comillling ofhundnlds ofparts for 11

continuOWl oulput charactsislic amithousands ofparlll for 1 binary Ilhanlcteristic.
Due10thetime natunl oflbe crDI8bar dimlll!sionvariation, theteam. ooneludcld that the time lDme for
furthm: abBervational inveBIigationB Ihould be hounI and days. We expIlC1: lo _ the FEoV in the oulput
over that period. Inwstigations """"'v:trd over Illlhortertime ftm1e, say, onIy an hour, would not show
the FEoV and tInDnot reflect the lcng-term behavior ofthe procesl.
One fina1 point about the outr.mn.. ofthe blIIllline inVllStiptionu that WIlu.wlIlülllIld that 1evcn1pllrts
with llXtrmnIl va1UIllI (LIl., lo lIplIIl the FEoV) be eet uide bearuse they CIIIl be useful in IUbsequent
studíes, lUcli lIlI the 1IlIllIIUnlII1II)'ItemUllllmnmat inv«llltiption diacullI&ld in the next lIlC1ion.
NIIXt, WIl illllltr3tll1he WIll ofthe b!!""'ine in IUbseqwmt inveItiptiom llIlIldecl lit varions1.1ofthe
StatEng a1gorithm.
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After establishing the baseline, the next step in the StatEng algorithm (Figure 2) is to assess the
measurement system for the output. The goal of this investigation is to compare the size of the
measurement variation, denoted. a meas' to the process variation, denoted a process . We want to

determine whether the measurement system is a large source of variation and whether it is adequate to
support further process investigations. If the measurement variation is large, improving the measurement
system is necessary before proceeding with problem solving and may solve the original problem. Note
that for this reason, in many other problem-solving systems, checking the measurement system is often
recommended before we conduct a problem baseline investigation. However, we propose establishing the
baseline first because we use the results from the baseline investigation to help plan and analyze a better
measurement system assessment investigation. This is a small example of SE where reversing the order
ofthe two investigations can increase efficiency.
A generic plan for measurement assessment is to measure the same parts repeatedly over a variety of
conditions and times. We plan to use the baseline estimate ofthe overall variation (i.e., the combined
effect ofthe process and measurement) to improve the precision ofthe conclusion about the relative size
of the measurement variation. If we assume independence-that is, the part dimension does not affect the

(J - / : - + L. ~ - . ~ . . . n ~ .

measurement variation-we have . The measurement investigation will
provide an estimate for a meas' and combining that with the estimate for a overall given by the baseline

allows us to solve for a process .

In the measurement system assessment investigation, we suggest selecting three parts chosen (from the
baseline) to cover the FEoV for the output observed in the baseline. We select one large, one small, and
one intermediate-sized parte The benefits of choosing extreme parts were explored in more detail by
Browne et al. (200910. Browne ,R. ,MacKay ,R. J. , Steiner, S. H. (2009). Improved measurement
system assessment for processes with 100% inspection . Journal ofQuality Technology , 41 : 376 - 388 .
[Web of Science ®]
View all references, 201011. Browne , R. , Steiner , S. H. , MacKay , R. J. ( 2010 ). Leveraged gauge
R&R studies . Technometrics , 52 : 294 - 302 .
[Taylor & Francis Online] , [Web of Science ®]
View all references), who also proposed a more complicated analysis that incorporates the measured part
size from the baseline investigation used to select the parts. Note the difference from the usual suggestion
in gage repeatability and reproducibility (R&R) investigations for 10 randomly selected parts
(Automotive Industry Action Group 20104. Automotive Industry Action Group . (2010). Measurement
Systems Analysis. ,4th ed . Southfield , MI : Automative Industry Action Group .

View all references). The traditional gage R&R estimates both a meas and a process using only the

measurement investigation data.
In the crossbar dimension example, the three (small, medium, and large) parts were measured nine times
each on two separate days. If the measurement system is a dominant source of the variation, based on
what we observed in the baseline, we expect to see the FEoV within the measurements on each part over
the 2 days. The results are shown graphically in Figure ~ and the one-way ANOVA numerical results are
provided in Table 1
FIGURE 5 Crossbar dimension measurement investigation results. Dashed horizontallines show the

htt.p:/lwww.tandfonline.com/doi/full/10.1080/08982112.2013.846069 14/31
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output FEoV from the baseline. (Color figure available online.)
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FIGURE 6 Effect ofbaseline size (b) on the precision ofthe estimator for y where
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PowerPoint slideOriginal jpg (17.00KB)Display full size
FIGURE 7 Reduction in variation ifwe remove a cause contributing a given proportion ofthe overall
variation.
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PowerPoint slideOriginal jpg (18.00KB)Display fuH size

TABLE 1 One-way ANOVA: Dimension Versus Part

CSVPDFDisplay Table

In Figure ~ we added horizontal dashed lines to show the output FEoV(-O.3 to 2.1) seen in the baseline.
Later we continue this suggestion and always inc1ude lines showing the FEoV in all plots of individual
output values. This practice helps ensure that the plots are interpreted in an appropriate way when we
want to try to explain the FEoV as seen in the baseline. In this investigation, because we deliberately
selected extreme parts from the baseline, we will always see the FEoV. However, this is not necessarily
true with other investigations. Because the measurement assessment investigation repeatedly measured
parts, the error variance in the ANOVA corresponds to measurement error. Thus, from the ANOVA, we

fi d (¡meas = -JO.020 = O.] 4 (gi b th 1 d th f th d)In ' grven y e poo e SD or e square root o e mean square error.
"

The estimated baseline standard deviation was (Jouerull =0.45. Thus, we estimate

(¡ = 0.452 - O.]41 = 0.43process
. Because the measurement variation is small relative to the

process variation, we conc1ude that the measurement system is adequate for the project. The system can
distinguish between the three parts and the measurement variation is relatively small, Sorne may
complain that, unlike with traditional measurement assessment studies, our investigation was conducted
over two separate days rather than as quickly as possible. At the time the measurement investigation was
conducted, we spread the investigation out over many hours because the baseline investigation results
suggested that this was needed to generate the FEoV. However, we now realize (continuous
improvement) that conducting the measurement assessment investigation as quickly as possible is
preferred because we do not need to worry about generating the FEoV in the measurement investigation
ifwe select extremes parts from the baseline (as we have done). We could c1arify this idea by adding the
initial measurements for each part with a special symbol to a plot like Figure ~.

The proposed assessment plan is different than the traditional gage R&R investigation (Automotive
Industry Action Group 20104. Automotive Industry Action Group. (2010). Measurement Systems
Analysis. , 4th ed . Southfield , MI : Automative Industry Action Group .

View aHreferences) with 10 randomly selected parts measured four to six times each. We can use fewer

http://www.tandfonline.com/doilfull/10.1080108982112.2013.846069 16131
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parts in our investigation because we have an estimate of the overall variation from the earlier baseline
investigation. The benefit ofthe proposal can be quantified as in Stevens et al. (201028. Stevens , N. ,
Browne, R. , Steiner, S. H. , MacKay , R. J. (2010). Augmented measurement system assessment.
Journal ofQuality Technology, 42: 388 - 399.
[Web of Science ®]
View all references and 2013) using the asymptotic precision ofthe estimator for

JI ? / '), = (J- -
meas U oneral!

. obtained as a linear approximation from the Fisher information. In Figure ~ we
compare the approximate standard deviation ofthe estimator for y (when the true value is 0.2) for three
different plans defined in terms of (k, n) where k represents the number of randomly selected parts and n
is the number of repeated measurements per part. The three selected plans all have a total of 60
measurements and correspond to a plan similar to the one used in the case study; that is, (3,20), the
standard gage R&R plan (10,6), and the plan (30,2) proposed by Shainin (199321. Shainin , R. D. ( 1993
). Strategies for technical problem solving . Quality Engineering , 5 ( 3 ): 433 - 448 .
[Taylor & Francis Online]
View all references). Our proposed measurement assessment plan and analysis will provide slightly
worse results than shown in Figure ~ for the (3,20) plan because we did not select the three parts at
random. However, ifwe adopt the more complicated analysis proposed by Browne et al. (200910.
Browne , R. , MacKay , R. 1. , Steiner , S. H. ( 2009 ). Improved measurement system assessment for
processes with 100% inspection. Journal ofQuality Technology, 41 : 376 - 388.
[Web of Science ®]
View all references, 201011. Browne, R. , Steiner, S. H. , MacKay, R. J. (2010). Leveraged gauge
R&R studies . Technometrics , 52 : 294 - 302 .
[Taylor & Francis Online], [Web ofScience ®]
View all references) that incorporates the baseline part measurements, we can do substantially better. In
addition, selecting extreme parts will make it easier to assess the model assumption that measurement
variation does not depend on part size.
FIGURE 8 Scatterplots of crossbar dimension by hydraulic pressure and barrel temperature. Dashed
horizontallines show the FEoV from the baseline.
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PowerPoint slideOri~inaljp~ (24.00KB)Display full size
From Figure ~ we see that when there is no baseline data (i.e., b = O) the Shainin plan has the lowest
standard error at about 0.035. However, as we add baseline information the proposed plan with only three
parts quickly becomes the best one. With a baseline sample size of b = 240 (just off the right-hand edge
of Figure ~) the proposed measurement investigation should have a standard error of a little more than
0.02, which is less than half as big as using the traditional gauge R&R plan with no baseline data that has
a standard error ofmore than 0.45. In summary, Figure ~ shows the substantial benefits ofthe baseline
information (for all plans) and how for a reasonable baseline size (say, greater than 50 parts) the
proposed plan with three selected parts measured 20 times each is the best. We see similar results for

http://www.tandfonline.com/doilfull/10.1080108982112.2013.846069 17131
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Following the diagnostic and remedialjoumey (Juran and Gryna 198017. Juran, J. M. ,Gryna, F. M. (
1980 ). Quality Planning and Analysis. ,2nd ed . New York: McGraw-Hill .
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View all references), the next step in the StatEng algorithm is to identify one or more dominant causes of
the variation. A dominant cause is a process input that, if held fixed, would substantially reduce the
variation in the output. Assuming independence, we can partition the variation in the process output into
two parts:

We discussed a special case of this formula in the measurement assessment section. The notion of a
dominant cause uses the Pareto principle applied to causes (Juran and Gryna 198017. Juran, J. M. ,
Gryna, F. M. ( 1980). Quality Planning and Analysis. ,2nd ed. New York: McGraw-Hill.

View all references). For a dominant cause, the residual variation-that is, O'due to all othercauses -must

be relatively small; that is, O'due to all other causes «O'due to specific cause· Figure .2. shows the percentage
reduction in the overall variation possible if we eliminate the contribution due to a specific cause. We see
that little improvement is possible unless we reduce the contribution of a cause that is dominant. For
instance, suppose that we find a cause that accounts for half the overall variation (on the standard
deviation scale). Then, in the unlikely event that we are able to completely eliminate the effect ofthis
cause, we reduce the overall variation by only about 14%. Figure .2. also suggests that ifthe problem is
defined by multiple large causes and not a dominant cause it will be more difficult to solve. In such cases
we will need to address a number of large causes to make a substantial difference and it will be much
more difficult to identify any large cause due to the masking effect of the other large causes.
FIGURE 9 Barrel temperature dominant cause verification experiment results. Dashed horizontallines
show the FEoV from the baseline. (Color figure available online.)
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In searehing for • dorninant eause, we use the bueline in severa! wa)'1'l:

• The~ts oí. baseline inl'llstigation cm be used 10 e1irniDlrte mmy inputs as suspeet dominant
causes beeause wedetermined !he eontribution ofsome time farnilies 10the oulpul variation. Ifa
domin.nt cause exists, it must ect in tbe time famiJy that íe!he I.rgest lIOUI'Ce ofvariation.For
il!stanl;:e, ifthe oulputvariesslowly (say,hour10 bour), tben lID)' input tbat cbanges ftomput 10
part eannot be a donrin.ntcause.

• Thebueline suggests a time :&ame for theplan oíanyobeervldional investigation desiped to look
forII. dominantcause. Wewmt 10 coI1ectdala over 11. longenoughtimeperiod (orin sueh. way) 10
be llII'e tbat !be darninant cause aclI durin¡ !he invediption.

• We can use 1be FEoV to checkthat the domin.nt cause hu adedduring lhe invediption. Thereis
no Jeme in findjng causes tIurt Clqllain onlya smaIl pert oflbe output wriation. Iftbe outpIrt
variation in an inverrtigation doc. not closely maldt the FEoV lIeen in thebeeetíae, weeonelude
tIurt the dominBJrt causedidnot aet, Then, it is not possible to~ lItmDg <:1ueII Ibout the
identity ofthe dominant causeusing the investiption rerults.

In fue case sbIdy, w1mt c1uell1bout 'Ibl= dnminanl c:auae are pmvided by 1I:Jr, baseline invediption? We
Imow thlIt1be doroin.nt c:auae mustwry tbe same way overtime u lhe output Cl'088b11r dimension The
domimlDt c:auae is 1bu8 not an input thatvaries quicldy, say, part-to-part, soehu e..vityor moldnumber.
Otherwise, wewouId not haVll ,_the pattem ofvariation in fueerossbar dimension in !he right paneloí
Figure i.
To~h for 11. dominan! cause, the teemp1anned an investip;tion wbere1bey meuured tive varying
inpullI andfueerossbar dirncmsion on 40parI3 haphaW'dly scloeted over• 2-dayperiod. The five inputs
were all thought to be posaible subllt:llltiaJ. C8UlleS ami aIl varied lo maIch thepattem obaerved in the
bageline; thet is, aIl five inputswere exp:o::ted 10wry OYe!' houn. Tbe investiption was eonducted over 2
days becKII8C !he basdioe investigation suggested tba1 weshouldeee1be FEoVwithin that time.
The inpui-oulpul: inverrtiption resuJts are summarized U8ins the two SCKlteIplots oíSIl input ver8IUlI the
erossbardiTlll'Jl!"¡on oulput giwn in Figure~ Tho plots for the """aioing tIne inpul:s showed no pattem;
that is,1boy lookod sirnjlu 101bc 10ft pane1 ofFigunI ~ In tbos~, thehorizontal dashod Iines
givothe FEoV lIeen in theba-...,]ine. Fim, 'mi conc1ude t1mt!he dominant CIUSO~ in !heinvestigation
1;lo(:auso variKtion in the CI'OllIIIbar dimension lIeen in tho 2 days ofSIlIIp1ing WlUlI ¡;:10llll 10tbe FEoV.
Sceond, 'mi "'" t1mt barrd temperature is a strong suspe¡;:t fur the dominant eKIIIC. Ifwe couldholdbarrel
tempenrture fixod, (it appean) tbaI tbere wou1d be rnuclt les. varWkm in erossbardimensiono Tho otber
:fOur inpul:s were diminated 11I JIOS'l"ble d(llllinant CKII8C8. Note that lit thhI poiIrt we oould &.il 10find a











We plot the individ1W burn lICOreS against tnWment munber in Figure lll. Beee:use the data are discr=,
weaddjitter in the vertical direction. Ennrining titeresults,we lee tIWIt treetmentl2 lIIld 3 arepromising
and lookIlIIJCh betterthlIntiteexisting pro<:eIs performanee as givenby treetmcmt S. It ila bit wonisome,
butnot lNIprising giventhe run síse,eeewe didnot see ee FEoV(ICOreS from 1 ro 4) in tbe trmmcmt S
~

FIGURE10 B1lrn by treatmentp10t furburn robustnelS experiment wilh addedverticIIjitter.
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The teamWJed tverage burn as tbeperfotmanee measure for titefotmalllll81ysis Ind looked for proceIlS
Idtings that made the performance meBlIure lIS snu.1l1lS polIIlible. We CBII. think oftbill as reducing
variation in thehum seme .oom the idea1 lCOre ofzem. Fitting a fuIl modelwith ell polIIlib1e effects (four
mainand tbree two-way interactionJ) we get the Paretop10t oftlte effects :for titeaverqe hum scere in
Fipe 11. Note that in Fipe 11 the factor Iabels lIIbitrarily show only 1he first ofthe pain. oíaliase<!
effeets u given in Table~We lee tbat only faetor e (baek-pressure) hu a Iqe effect. In drawing 'Ibis
oonelusion the team I8sumcdthat titetbree-input interaction (ABD)aliased withe was neg1igt"ble.
CheekingTable.3. we lee that lowlevel oíback-pres5ure gives leSll bum on average Iban tbehigh level
and that the relll.1b1 appear betterIbanthebueline fin' tbe existing proceslII. The team decide<! In addrelIs
titebum defectprob1em by reducing the back-pressure ID 7S and leaving the other fixed inpuIII at their
original VJ1ues.
FIGURE11 Pamo plot ofinput effeets OIlllVeI'lge hum eccre,
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Wenecdto be earefuJ. drawing eonclusioDs from the experimemdesigned to lookfor a remedy.We WIIIlt
to lIe1m newsettiD¡s for oneor moreoflhe aperimental :IiIcton that result8 in better performance lhm
we N.W in thebeseline. Weare not simply lookingfor a sigrritkamIy 1Irge effect in the experimento If
othersettinp had beenverypoor. thena faetor might be sigrritkant evenirboth 1eveIs llil..ut in a plOCess
that is worse lhm the cueent pro<:e8S settings. Thebueline result8 again providethe appíoptiabil
eomparison. WeeouId teve addedthehorimntoJ liDes showing!bebBseline FEoV :IiIrbum to Figureli!.
thoqh here it dOCllI not heIp mueh lvsn"c the oulput hu only four possib1e values.
Suppose that fue lelIm had beenab1e to idenl:ify \he dominant cause ofbum that lIct8in \he plll'l-to-part
fami1y. Then, ifthat cause eouldbe eanlrolled inmexperiment, butnoteasilyin !beregu1uproeess, it
wouldlIlllkesenseto use • delleDsitiZldion ralherthm. robustness experiment (Steiner andMaeKay
~ Steiner , S. H. • MacKay• Jt J. (2005 ). Statf.JtIcoJ &gt1Ieerl1Ig: .4." .4.lgurit1urJfOr Reduct1Ig
Varlatio" In MMuj'acturlIIg Procema Mitwaukee.WI: ASQ Quality Pre8s •

yiew a11 I"fa:"II'X'1). The goal oíthe desensitization ~eriment is \he same lIS in \he robustness
experiment, namely, we want to IICC whether clIanging \he levd oíoneor more fixed iIJpulll canmakefue
pnx:eu 1eu sensitive to variation in !be dominant cause. nowever, witha desensitization expedment lhe
teamwoulddeliberatdy mani:pulate both ofthe domi¡wrt ellIISe(s) md the c.ndid..... fixediJIputs. In this
WIIY, with fuedesensitization expcriment, we obserw the variation due to the dominant cause aeting
explieitIy rather 1banimplicitly lIS withthe robustness cxpeliment. This will make findinS abetter
pnx:eu (ironeexists) easiermd more reliab1e because weno longer lmve to rely on the&ve repeats to
providea measure oíthe proeea variability. At a sidepoint, note that lmowledp oítbe domi¡wrt cause
mayalto have wggested otber(bctter)ehoices for the experimental :IiIcton (fixediIJpulll) Iban given in
the examp1e. For furtber eomparison ofrobustnes llId. desensitization experimCllIIIlICC Asilabijlllli et al.
(2alil3. Asilabijlllli, H., Steiner, S. H.. MacKay. Jt J. (2010). bducing Variationin mExirrting
Prol:eu WJth Robust Parameter Design •QIuúIIy EngJ1Ieerlng , 22 : 30 - 4j .
!JAyIgr 4; Fgpcil OpIjwiJ
YiCWaJ1 1e tlelC"ccl).
To finish thepmject, theU,llID c:ondw:ted a va1idation investigation with the llCW procelll!l settingJI. They
produced300 parIII over• DUIIlber oíhourB and meuured both the ClO8sbar dimension Illld the hum
defect tcore. The 8tandard devilrtion ofthe CI'08IIblll' dimension wu 0.23thouandonly two partaWlml

....apped. fur the hum~ TheteamI'W'""II'eIMkd the newsettinp for diebaek-pressure md the
targetblP'rel tempe1atllni that resulted frominvestigating 1be two problems.
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